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A B S T R A C T  

We consider residue fields of primes in the well-known fragment of arith- 
metic IA0 + ~tl. We prove that each such residue field has exactly one 
extension of each degree. The standard proofs use counting and the 
Frobenius map. Since little is known about these topics in fragments, 
we looked for, and found, another proof using permutation groups and 
the elements of Galois cohomology. This proof fits nicely into IA0 + ~1 
using, instead of exponentiation, exponentiation modulo a prime. 

1. I n t r o d u c t i o n  

T h e  i m p o r t a n c e  of finite fields in bo th  p rac t ica l  and  theore t ica l  c o m p u t e r  science 

is well es tab l i shed ,  and  there  is a huge l i t e ra tu re  on a lgor i thmic  aspec t s  of th is  

([Sh]). 
Model  theore t i c  aspec t s  impinge  on this,  s t a r t i ng  wi th  Ax ' s  [Ax] deep work 

on the  dec idab i l i ty  of the  e l emen ta ry  theory  of finite fields. A x  i so la ted  crucial  

ax ioms  for non-pr inc ipa l  u l t r a p r o d u c t s  K of finite fields: 

(i) K is perfect ;  
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(ii) K has exactly one extension of each degree; 

(iii) every absolutely irreducible curve over K has a K-rational point. 

(Such fields are now called pseudofinite.) 

Finite fields satisfy (i) and (ii). Both properties are proved by counting, and 

there is in particular no very explicit way of exhibiting, given a finite field K and 

an integer n, an irreducible polynomial of degree n over K. 

Residue fields Fp of non standard primes p in models A//of Peano Arithmetic 

(PA) are pseudofinite IM1]. Moreover, such Fp are equipped with an exponenti- 

ation x k with x E Fp, k C .h/l, and it is easy to prove Fermat's Little Theorem, 

and the cyclicity of the multiplicative group of Fp. 

Note that  the abstract notion of a field with such an exponentiation has hardly 

been investigated. Also, Ax's axioms involve no reference to exponentiation, 

though proofs of the corresponding facts in finite fields do use exponentiation 

and counting. 

In this paper we consider much weaker systems of arithmetic, where exponen- 

tiation is not total, but exponentiation modulo a prime is. For the well known 

example I A 0 + ~ l  we succeed in proving, for residue fields Fp, that Fp has exactly 

one extension of each degree. Our proof does not use (conventional) counting, 

and does not give a proof of Fermat's Little Theorem. Counting is replaced by 

permutation group theory and Galois cohomology. 

Following Kreisel we ask (but do not answer) the question: 

What  more does the new proof tell us, beyond the mere truth of the result for 

original setting of finite fields? 

We will be working in a somewhat exotic category, that of non-standard rings 

with exponentiation. Regarding exponentiation, the point of departure is Ben- 

nett 's  [B], where he gave a A0-definition of the graph of the exponential function 

on N. Exponentiation is not a total function in our models (see [Pa]). In fact 

there is in each model of IA0 a unique partial A0-definable function exp satis- 

fying certain basic [GD] properties of the function x y. One writes Exp for the 

axiom that  exp is total. The system IA0 + Exp is surely strong enough to derive 

all the results in Hardy and Wright [HW]. From a different perspective, it is far 

too strong for its proof theory to be relevant for hardcore complexity theory. 

In some rare cases one has been able to replace Exp by a (provably weaker) 

combinatorial principle of pigeon hole type. This happened for the cofinality of 

primes, and for Lagrange's Theorem, proved, respectively, in IA  0 + 121, by Woods 

[W] and Berarducci-Intrigila [BI]. They used A0-WPHP, which prohibits 1 - 1 

A0-maps from 2a to a for a > 0. In [PWW] Ao-WPHP is derived in IA0 + 121, 
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where ftl naturally expresses the totality of the function 

x > x Ixl, 

where Ixl is the binary length of x. See [WP] for background on this system. 

Sometimes the function # (x ,  y) -- x lyl is taken as primitive. Note that in contrast 

to x y this is a polynomial time computable function. 

The inclusions 

IAo c IA0 + f~l c IA0 + E x p  

are known to be strict [HP]. Little is known about elementary arithmetic in IA0, 

whereas one is gradually accumulating non trivial results for IAo + ~21. 

In 1975 Pra t t  [Pr] showed that p r i m e  is in NPNco-NP. While it is trivial that  

p r i m e  is in co-NP, it requires considerable effort to show p r i m e  is in NP. Pra t t  

used Fermat Little Theorem and the cyclicity of Fp. It is believed that p r i m e  is 

in P, and Miller [Mi] proved this under an Extended Riemann Hypothesis. 

The connection to IA0 + f~l is the following. In [Bu] Buss isolated a natural 

subsystem $21 of IA0 + ftl,  and showed that  any predicate provably in NPAco-NP 

over S 1 is in fact in P (in the real world). So there is a clear incentive to put 

Prat t ' s  proof, and in particular Fermat Little Theorem, into IA0 + fh .  

In IA0 (as opposed to the weaker I O p e n  [MM]) the notions p r i m e ,  

i r r edu c ib l e ,  m a x i m a l  coincide. For 3/l model of IA0, and p prime in 2t4, 

let Fp be the residue field. For p standard, Fp is as in N. For p non standard, 

Fp has characteristic 0. 

One wants to understand in IA0 + ftl the analogues of the following facts from 

the real world: 

1) The multiplicative group of Fp and its finite extensions are cyclic; 

2) Fp has a unique extension Fp~ of dimension n, the splitting field of x pn - x; 

3) The automorphism group of Fp~ over Fp is cyclic generated by the Frobenius 

map a : x ~-+ X p. 

In the extreme cases of P A  and of I O p e n ,  one knows the Fp up to elemen- 

tary equivalence. As already mentioned Macintyre showed in [M1] that  for P A  

and nonstandard p the Fp are up to elementary equivalence the characteristic 0 

pseudo-finite fields of Ax. We believe that,  with little more effort, one can replace 

P A  by IA0 + exp.  

For I O p e n ,  Macintyre and Marker showed in [MM] that up to elementary 

equivalence there is no restriction beyond characteristic O. In particular, a residue 

field may have infinitely many extensions of each dimension. 
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For L a field, L* is its multiplicative group, and L ~zg its algebraic 

2. E x p o n e n t i a t i o n  over  n o n - s t a n d a r d  f inite  r ings  

GSdel [G] showed that  in any model A4 of P A  there is a well defined exponen- 

tial function x y satisfying the usual recursion laws, and unique modulo being 

first order definable from + and .. Striking as this is, it has no computational 

significance, and GodeI's Incompleteness owes none of its importance to this fact. 

Thir ty years later Bennett  [B] found a A0-definition of the relation x u -- z 

(Godel's is El)  and later it was shown [GD] that on any model It4 of IA0 there 

is a partial function (x, y) ~ x y satisfying the usual recursion laws and for fixed 

x having domain an initial segment. Again, there is uniqueness subject to A0- 

definability. The (minor) computational significance is that  the function 2 y is 

not in general total, since on N 2 ~ is not of polynomial growth. 

However, the function 

(x, y, n) ~-~ remainder of x y rood n 

is polynomial time computable (folklore by repeated squaring). So one naturally 

asks if every model A4 of IA0 carries a unique (subject say to A0-definability) 

total map 

M / n M  x ./Vl ) M / n M  

(x, y) ~ x~ 

for all n (even non standard) in A/I, satisfying the obvious algebraic laws for 

exponentiation mod n. This question has not been answered. There is however 

a positive answer (again folklore) if one moves up to IA0 + ~1, [HP]. Here by 

uniqueness we mean that there exists a A0-formula G(x, y, n, t) defining the graph 

of a function g(x, y, n) (where t codes the computation) which is total if we assume 

~1, and there is a total A0-function ~ such that O(g(x, y, n)) is the remainder of x y 

modulo n. A precise formulation of these facts need not concern the uninitiated. 

Let us record, for future use, that  we have checked the following for IA0 + ~1: 

For any ring R A0-interpretable in a-model Ad of IA0+121, with the underlying 

set of R some [0, a], there is a natural A0-definable total (r, n) ~-~ r '~ for r C R 

and n E .M, satisfying the usual algebraic laws of exponentiation. In this paper 

we apply this observation to L which is a standard-finite-dimensional extension 

of J~A/p, for p a prime in Ad. The essential point is that  henceforward we can 

use these exponentiations freely in A0-induction arguments. 



Vol. 117, 2000 NON-STANDARD FINITE FIELDS 315 

3. F e r m a t  L i t t l e  T h e o r e m  

When we work in a weak fragment of arithmetic such as I A  0 or I A  0 + gtl in 

order to reproduce some classical number theoretical results we may face two 

problems: 

1) give a m e a n i n g  to the objects we are working with; 

2) find a proof which can be formalized in the fragment. 

In this section we will study Fermat 's  Little Theorem in IAo + ~1. Because of 

the totali ty of exponentiation modulo an integer in IA0 + f~l, problem 1) does 

not exist in this case. We can at least express the following 

( f l t )  i f p  is a prime and (a,p) -- 1 then a p-1 =- l (modp) .  

It  is now clear why we need to work in IAo + 121 rather than in IA0.  In IAo  

we do not even know how to state Fermat 's  Little Theorem. This still leaves 

the problem of formalizing a proof of it in IAo  + f~l. One of the classical proofs 

of ( f l t )  is group-theoretic: the multiplicative group Zp has order p - 1 and the 

order of every element a C Zp divides p - 1. So 

a p - 1  ---- l (modp)  for every a E Zp. 

ZB is a cyclic group of order p -  1 (and a generator is called a primitive root). The 

above proof involves a counting argument which we do not know how to formalize 

in IAo  + 1"~1. Berarducci and Intrigila in [BI] also considered the provability of 

( f l t )  in subsystems of arithmetic. They formalized the group theoretic proof of 

( f l t )  in the theory 152, where induction is applied to C,2-predicates (we recall 

that  C 2 is the class of predicates defined by Grzegorczyk, see [HP]). The proof 

goes smoothly in I $ ,  2 since a good notion of cardinality is here available. The 

full Ao-pigeon hole is provable in IE,  2, so it is easy to carry on the proof that  the 

order of an element divides the order of the group. They did not consider the 

further property of cyclicity of Zp. The crucial step in the classical proof seems 

to be the fact that  a poiynomial of degree n has at most n roots in a field. This 

is known as Lagrange's  Theorem and it is proved by induction on the degree of 

the polynomial (see [L]). Clearly, there are obstacles in carrying on the induction 

in IAo  + f~l since the polynomials may be too long to be coded. 

Although for cyclicity of F~ we need only that  the polynomial x r -  1 has at most 

r roots in any field (for r a divisor of p -  1), the proof for such sparse polynomials 

seems inextricably bound in an induction to that  for nonsparse polynomials (like 

x r-1 + x r-~ + . . .  + x + 1) in general too long to be coded. 
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Remark: If r E N then the polynomial x r -  1 has at most r roots in Fp since this 

is a purely algebraic fact. This property will play a crucial role in the following 

sections. 

Note: Fermat Little Theorem can be stated also as follows: consider the map 

cr : Fp > F p  defined as a(x) = x p. Then a = identity, i.e. a(x)  = x for all 

x E  Fp. 

The above statement  can be proved easily by induction on x. But also in 

this case we cannot formalize the proof in IA0 + f~l: in the inductive step the 

expression 

1÷ 

can be too long to be coded. Using the definition of exponentiation modulo n we 

can express in IA0 + ftl also this version of (f l t) .  

A third proof of Fermat Little Theorem uses the complete set of residues and 

it is a corollary of a more general result, the Fermat-Euler  Theorem, which says 

that  

if (n,a) = 1 then a ~ ° ( n )  - -  l ( m o d n )  

where ~ is the Euler function. It  is shown that  if U(n) denotes the set of invertible 

elements in Zn and a • Zn then aU(n) = U(n). So, if U(n) = {Yl,-.-,Y~(n)} 

then aV(n)  = {ay t , . . . ,  aye(n)} = {Yl , . . . ,  Y~,(n)}. It  follows that  

( .)  ayl""aY~,(n) = Yl ' "Y~, (n) (modn)  

and so a ~(n) -- l (m odn) .  In this proof there is the problem of expressing the 

products in (.).  As far as we know there is no A0-formula, even in # ,  defining the 

product  of a A0-function for which the totality of the product function modulo 

an integer is provable. In particular, no A0-definition of the graph of factorial is 

known for which the totality of factorial modulo an integer is provable in I A 0 + f h .  

This is connected with the fact that  we cannot reduce the computat ion of n! to a 

computat ion in a logarithmic number of steps as for exponentiation (see [BCSS]). 

4. Quasi-cyclicity of Fp 

Even if the classical result of the cyclicity of Fp seems not to be provable in 

IA0 + f~l we can prove for Fp the classical decomposition for abelian groups. 

First of all we show that  any element of Fp has an order (see also [KP]) and 

among the orders of all elements there is a maximal one. 
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LEMMA 4.1: E v e r y  e lement  a o f  Fp has an order which is less than 2p. 

317 

Proo~ F i x  an e lement  a of F~ and  consider  the  m a p  ¢: [1, 2p] > [1, p] defined as 

¢ (x )  = aX(modp) .  From the  discussion in sect ion 2 i t  is c lear  t h a t  ¢ is A0 and  so 

by  the  A0-weak  pigeon hole pr incip le  there  are x, y < p such t ha t  a ~ - aY(modp) ,  

hence a ~ -y  - l ( m o d p ) .  So the  set {z : 0 < z < 2p, a z - l ( m o d p ) }  ¢ 0 and  

A0-def inable  , so it has  a min ima l  e lement  x which is the  order  of a. | 

We  will use the  s t a n d a r d  no ta t ion  o(a) to denote  the  order  of a. 

We need to  recal l  the  following general  fact abou t  A0-def inable  sets  in a mode l  

W/ of I A 0 .  

LEMMA 4.2: Le t  A be a bounded n o n - e m p t y  Ao-definable subse t  o f  fi4. Then  

A has a m a x i m a l  e lement .  

Proo~ See [D'A]. | 

We recal l  t h a t  for any  d E A~l there  exists  s c A4 wi th  s = [log d] in A/i, 

and  the re  is a 1 - 1 m a p  from the  set of pr imes  which divide  d into s, g iving 

d = pk lpk22 . . . p~  (for a more  precise t r e a t m e n t  see the  deta i l s  in [D'A] or  [W]). 

LEMMA 4.3:  There  exis ts  a max ima l  order d among  the orders o f  the  e lements  

o f  Fp,  and  the  order o f  each e lement  o f  F~ divides d. 

Proof." Cons ider  the  set of all orders,  A = {x < 2p : o(a) = x for some a < p}. 

A is A0-def inab le  and  b o u n d e d  by 2p, hence by L e m m a  4.2 it has  a m a x i m a l  

e lement  d. 

Let  a be  an  e lement  of o rder  d and  d = m l m 2  • " m s ,  where  the  rni's are  powers  
$ 

of d i s t inc t  p r imes  Pi. Suppose  t ha t  there  exists  an  e lement  x E FB whose order  

n does  not  d iv ide  d. The re  are  two cases: 

(i) Eve ry  p r ime  d iv id ing  n divides  also d. Let  n = n ln2  " "  ns,  where  t he  ni 's  

are  powers  of d i s t inc t  pr imes,  and  ni does not  d ivide  mi  for some i = 1 , . . . ,  s. 

Let  w = o/m~ and  z = x nIne. I t  is clear  t ha t  o(w) and o(z) are  copr ime,  hence 

the  order  of w z  is o(w)o(z )  which is s t r ic t ly  bigger  t han  d, and  this  gives a 

con t r ad i c t i on  wi th  the  m a x i m a l i t y  of d. 

(ii) The re  exis ts  a p r ime  r such t ha t  r d iv ides  n bu t  r does not  d iv ide  d. Let  

ni -- r k where  k is the  h igher  power of r which divides  n. If  z --  x n/'~ t hen  

o(z)  is cop r ime  wi th  d and  so a z  has  o rder  g rea te r  t han  d, and  aga in  we ge t  a 

con t r ad i c t i on  wi th  the  m a x i m a l i t y  of d. | 
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The maximal  order d will play the role of p -  1. We cannot prove that  d is equal 

to p - 1  (a counting argument seems needed). Using a sharpened version of the Ao- 

weak pigeon hole principle (see [PWW]) we can only show that  d < (1 + e ) ( p -  1) 

for any (standard) rational e > 0. 

Note: Even assuming that  Fp is cyclic we cannot prove that  d = p -  1 in 

IA0 + ~1. We have only the following estimates on d, 

p - 1  
- -  < d < ( l + e ) ( p - 1 ) .  
l + e  - - 

I t  seems tha t  the whole A0-pigeon hole is needed in order to show that  d = p -  1. 

Note: If  we assume that  d ~ p - 1 then Fp is cyclic. Suppose Fv is not cyclic 

and consider two different cosets modulo the subgroup < a >,  with a of order 

d. There is an injection of 2d into p - 1, contradicting the weak pigeon hole 

principle. 

We are now going to extend in a formal way the decomposition of abelian 

groups working with d instead of p -  1. We need to recall the following result 

due to Paris, Wilkie and Woods which says that  we can formalize in IA0 the 

notion of sum of a A0-definable function over a logarithmic segment. Let M be 

a model of IA0.  

THEOREM 4.4 ([PWW]): Let  a ,b ,d  E M ,  d <_ (loga) k for some k E N and 

F: d --+ b, Ao-definable. Then  there is a Ao-definable [unction G : d --+ M 

(uniformly)  such that  G(O) = F(O) and for all i < d, G(i  + 1) = G(i)  + F ( i  + 1), 

i.e. the sum  o f  the function F exists. 

Clearly, this result can be extended in a natural  way to models of IA0 + f~l. 

Definition 4.5: Let d = m l m 2  . . .  m s where mi = pk,. Define for each i _< s 

$ 
A(pi)  -- {x E Fp : order of x is a power of Pi}- 

THEOREM 4.6: Fp is the direct sum of  A(p l ) ,  A(p2) , . . . ,  A(p~) in the following 

sense, each e lement  of Fp can be writ ten in a unique way as a product  o f  s 

e lements  each belonging to the A(pi)  's, for i = 1 , . . . ,  s. 

For the interpretation of non standard finite product see [BD'A]. 

Proof.  Let u E F v and o(u) = n x n 2 , . ,  n8 where each ni divides mi, for i = 

1 , . . . , s .  Let hi = n / n i  for i = 1 , . . . , s .  So h l , . . . , h 8  are coprime elements. 

Hence there are c l , . . . , c a  such that  

(-k) Clhl + "'" + c~h~ = 1. 
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This argument can be formalized in I A 0 + ~ I  since we are dealing with a sequence 

of logarithmic length and whose elements are bounded in size. The coefficients ci 

can be chosen less than I-Ij~i nj ,  and so ci < n l°g d. More precisely, consider the 

A0-function f: s ~ n l°gd defined as f ( i )  = cihi. From Theorem 4.4 it follows 

that there is a A0-definable function F: s ) M such that F(1) = hlCl and 

F( i  + 1) = F(i )  + hi+lci+l, so F(s)  = 1. 

We can now write 

U ---- U 1 z U c l h l - { - ' ' ' ~ c S h s  ~ -  ~l, C l h l u  c 2 h 2  * • • U c * h *  

where U cihi E A(pi) for i -- 1 , . . . , s  and the product of the sequence 

U clhl , u c 2 h 2 , . . . ,  U c~h~ is in the sense of [BD'A]. | 

Notation: We will use the standard multiplicative notation of the decomposition 

of abelian groups, i.e. we will write 

Fp ---- A(pl) × A(p2) × " "  × A(ps). 

We will use the above decomposition in order to determine the index of the 

r-powers of Fp for r prime in N. In fact, it will be sufficient to decompose Fp 

into two parts, an r-part  where all the elements have order a power of r, and a 

part in which all the elements have order coprime with r. To be more precise, 

we can decompose Fp as follows, 

Fp = A(r)  × l-I  A(q). 
q prime 

q ~ r  

LEMMA 4.7: A(r)  is cyclic. 

Proof: It is straightfoward to adapt the proof of Lang, see ILl. 

In [BI] Berarducci and Intrigila proved in IA0 + fll the classical result that  

the subgroup (Fp) 2, of the squares of F ; ,  has index 2 in Fp. The classical proof 

involves a counting argument which is avoided in [BI]. From this result follows 

immediately the existence of an extension of degree 2 of FB. It is enough just to 

add the square root of a non-square. 

In order to construct normal extensions of higher degree r c N we will calculate 

the index of the r-powers in Fp. The notion of splitting field of a polynomial does 

not seem to have a meaning in a model of IA0 + ~1 for the reasons we discussed 

in section 2, arid we will avoid it. 

Denote the set of r-powers of Fp by (FB) r. 
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THEOREM 4.8: Let r E N.  The index of (Fp) ~ in Fp is either r or 1, depending 
on whether  Fp contains the primitive r-roots of unity or not.  

Proof: Consider  the decomposi t ion of Fp as 

A(r) × I I  A(q). 
q p r i m e  

q~r 

All elements  of 

I-[ A(q) 
q prime 

q~r 

are r powers. Let u E ]-Iq¢~ A(q), where q is a pr ime and let k be the order of 

u. Since r and  k are coprime there exist A and  # such tha t  1 = Ar + pk. Hence 

u : u ~r+~k = u ~ u  uk = u ~r, and  so u is a power of r.  The  funct ion  x ~-+ x ~ is 

surjective restr icted to 1-Iq~ A(q), where q is a prime. 

If r does not  divide the maximal  order d then  A(r)  is trivial,  there are no 

pr imit ive r - roots  of unity, and 

F;= 1-I A(q). 
q prime 

q ~ r  

In  this case all elements of Fp are r powers, hence the map  x ~-> x r is surjective 

on Fp and so the index of (Fp) ~ in Fp is 1. 
* 

If r divides d from Lemma 4.7 we have A(r) - - <  a > for some a in Fp and  
* 

o(~) ---- r k for some k. Notice tha t  k can be non  s tandard .  In  this case Fp conta ins  

all the r - roots  of unity, and  these are 

o / 2 r k - 1  1~ O / r k - 1  ~ ~ . . . , O / ( r - 1 ) r k - 1 .  

Moreover, the image of the  funct ion x ~-~ x ~ restricted to A(r)  is generated by 

OL r , 

CLAIM: The coset representatives of (Fp) ~ are 

1, ct, oe 2, . . .  ~O/r-1 . 

We show first tha t  a / 'and aJ identify different cosets for 0 < i , j  < r and  i ~ j .  

Notice tha t  all e lements in 1-[q¢r A(q), where q is a pr ime are in the same coset 

modulo  (Fp) r. Suppose tha t  a i < a r > = a  j < a ~ > for s o m e i , j  < r, th i s i s  

equivalent  to say a i - j  C< a ~ > and this happens  if and  only if i - j = 0. 
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It  is left to show that  1,a ,  a 2 , . . .  ,oz r-1 are the only cosets representatives 

of (F~) r. I f j  > r then j = r q + p  for some q,p such that  0 _~ p < r, and 
OL j ~ O~ r ~ Ot p ~ Ol r ~ .  

So the index of (Fp) ~ i n  Fp is r. | 

Notice that  in the above proof we have avoided any counting argument,  by 

exhibiting coset representatives of the r powers i n  Fp. 

Notation: In the following we will use the more compact notation A(r')  to 

denote the set of all elements of Fp whose order is coprime with r. 

5. N o r m a l  e x t e n s i o n s  

In this section we will consider normal extensions of Fp of finite degree, i.e. the 

degree is a natural  number. As we have recalled in the introduction, in the 

classical case any finite field has a unique extension of each degree n and this is 

the splitting field of the polynomial x p~ - x .  All extensions are Galois, i.e. normal 

and separable. In our case since FB has characteristic 0 the separability of any 

extension follows. So it is left to establish the existence and uniqueness of normal 

extensions of FB of degree n, for n C N. We will use the result established in 

the previous section on the index of r powers in Fp, and some classical results of 

Galois theory. 

We need to recall the following result in Kummer  theory about  abelian 

extensions (see [L]). 

THEOREM 5.1: Let K be a ~eld of characteristic 0 and with primitive n roots 

of unity. There is a one to one correspondence between the subgroups B of K* 

containing (K*) n and the abelian extensions of K of exponent n. Moreover, i f  

KB is the abelian extension corresponding to the subgroup B then the dimension 

of KB over K is equal to the index o f (K*)  ~ in B. 

We apply now Theorem 5.1 to Fp in our setting. 

COROLLARY 5.2: Let r C N be a prime which divides d, the maximal order. 

Then there exists a unique normal extension of Fp of degree r. 

Proof: Theorem 4.8 guarantees the existence of a normal extension of degree 

r. It  is enough to add an r-root  of an element which is not an r power. Using 

Theorem 5.1 we get the uniqueness of an abelian (hence normal) extension of Fp 

of degree r. | 

We can extend the result of Corollary 5.2 also to any n E N with n dividing d. 
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COROLLARY 5.3: Let n E N divide the maximal order d. Assume that F p  

contains a primitive n-root of  unity. Then there exists a unique normal extension 

of Fp of  degree n. 

Proof." Decompose Fp as follows, 

II  A(r) × [I  A(s). 
~ln s~n 

As before all elements of YL~n A(s) are n powers and so they are all in the same 

coset modulo (Fp) n. As in the classical case, we have that  I]~l n A(r)  is cyclic 

since the A(r) 's ,  r dividing n, are cyclic (see Lemma 4.7). The image of the 

map x ~-~ x n restricted to [I~tnA(r) is then generated by a n, and so the cosets 

representative of (Fp) '~ are 

1, ~, a2 , . . .  ,O~ n-1 . 

Hence the index of (F~) n in Fp is n. We then get a normal abelian extension 

of degree n and this is unique by Theorem 5.1. Notice that  contrary to the case 

r prime, there can be proper subgroups of Fp containing (F~) n but there is a 

unique one, namely (F~) n, that  has index n. II 

We have then obtained the classical result on existence and uniqueness of an 

extension of degree n for each standard n which divides d. We will show later 

the uniqueness of a normal extension of degree n for each n, leaving open the 

problem of the existence which will be solved in the last section. 

Remark: The results of Corollary 5.2 and Corollary 5.3 can be extended to any 

finite extension K of Fp. 

Using now some Galois theory we show a very sharp upper  bound on the 

number  of normal extensions of degree a power of a s tandard prime, with no 

assumption if the prime divides d or not. We will prove it for any finite extension 

K of Fp. 

LEMMA 5.4: For no r , k  E N ,  r prime, does K have two distinct normal 

extensions of degree r k . 

Proof." We proceed by induction on k. Let k -= 1. The case when K contains the 

r-roots  of unity has been dealt in Corollary 5.2. Suppose that  K does not contain 

primitive r-roots  of unity and assume that  K has two distinct normal extensions 

L1 and L2 of degree r. Let K ( # , )  be the extension of K obtained by adding the 
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primitive r-roots of unity. The dimension of K(/zr) over K is h, a divisor of r - 1. 

Clearly, the three extensions L1, L2 and K(#r )  are all abelian. We can embed 

L2 and K(#~) into a common normal extension N and consider the composite 

field L2K(#r). From properties of the composite field it follows that  since L2 

and K(# r )  are both  Galois extensions of K then also L2K(#r) is Galois over K ,  

and hence normal. From L2 and K(#~) being abelian it follows that  L2K(tt~) is 

also abelian and the dimension of L2K(pr) over K is given by the product of the 

degree of L2 over K and the degree of K(t tr)  over K,  i.e. [L2K(#~) : L] = rh. 

Hence from Corollary 5.2 it follows that  L2K(#~) is the unique normal extension 

of K(#~) of degree r. The extension K(#r )  is also unique over K,  being the 

splitting field of x ~ - 1, hence L2K(#r) is the unique normal extension of K of 

degree rh. From elementary Galois theory the Galois group G = G(L2K(pr) /K)  

has a unique subgroup H of index r, since r and h are coprime, and so H is 

normal in G. The fixed field of H is a normal extension of K of degree r, and 

so it has to coincide with L2. If we repeat the argument with L1 and K(#~) the 

field L1K(#~) coincides necessarily with L2K(#~). Hence the fixed field of the 

subgroup of G(LIK(t t~) /K)  of index r is L2, and so L1 = L2. 

Assume now that  the result is true for r k-1. We show it for r k. Let L1,L2 

be normal extensions of K of degree r k. The Galois group G = G(L1/K)  of L1 

over K is an r-group of order r k, and so it has a normal subgroup H of order 

r k-  1. If F is the fixed field of H then F is a normal extension of K of degree r. 

Repeating the argument for L2 from what we proved before it follows that  F is 

the unique subfield of L2 which is normal and of degree r over K.  We can now 

apply the inductive hypothesis to the normal extensions L1 and L2 of F which 

have both degree r k-1. II 

We can now make significant progress towards determining the Galois theory of 

Fp and its finite extensions. This will give us further information on the number 

of normal extensions of any degree n E N. We recall the following definition of 

Z-group (Z ibr Zassenhaus) as in [P]. 

Definition 5.5: A group G is a Z-group if all its Sylow subgroups are cyclic. 

Examples of Z-groups are $3 and all the dihedral groups of the type D2n+l- 

Z-groups occur naturally in our context. 

THEOREM 5.6: Let L be any finite normal extension of K. If  G is the Galois 
group of L over K then G is a Z-group. 

Proof: Let H be an r-Sylow of G of order r n. If LH is the fixed field of H in L 

then L is a normal extension of LH of degree r n. So without loss of generality we 



324 P. D 'AQUINO AND A. MACINTYRE Isr. J. Math. 

can assume that  the degree of L over K is a power of a prime and so the Galois 

group is an r-group for some prime r. Let o(G) = r k. We proceed by induction 

o n  k. 

If k -- 1 then G is cyclic and there is nothing to prove. Let o(G) --- r k+l and 

Z be the center of G. Z is non trivial since G is an r-group. If G is abelian but 

not cyclic, it has distinct normal subgroups of index r, giving K distinct normal 

extensions of dimension r, contradicting Corollary 5.2. Hence G is cyclic. 

We show now that  G is necessarily abelian and hence complete the proof. 

Let L z  be the fixed field of the center Z. This is a normal extension of K 

whose Galois group is isomorphic to the quotient G/Z ,  and o(G/Z)  < o(G). By 

inductive hypothesis G / Z  is cyclic generated by a Z ,  and so G is generated by c~ 

and Z. Since c ~ - l z a  = Z for all z E Z, G is abelian, and as before G is necessarily 

cyclic. II 

6. P r o p e r t i e s  o f  Z - g r o u p s  

Passman in [P] proves the following characterization of Z-groups from which the 

solvability of the group follows. We omit the proofs of these results and refer to 

[P]. 

THEOREM 6.1: (1) Every Z-group is generated by two elements x and y which 

satisfy the following properties: 

x n = ym = 1 , x - l y x  = y r , ( n , m )  = ( r -  1,m) = 1 a n d r  n ~ l ( m o d m )  

and the derived group G' is cyclic generated by y. 

(2) Every Z-group is solvable. 

We get immediately the following corollaries. 

COROLLARY 6.2: The Galois group G of a normal extension Of Fp,  o r  any finite 

extension K of  it, is generated by two elements x and y which satisfy the following 

properties: 

x n = ym = 1, x - l y x  = y r , ( n , m )  = ( r -  1, m) = 1 and r n =- X(modm) 

and the derived group G ~ is cyclic generated by y. 

In the classical case the Galois group of an extension of a finite field is generated 

by one element. We first prove that  in our case it is generated by two elements, 

and later we will improve this by proving that  the Galois group is cyclic. 
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COROLLARY 6.3: The Galois group of a normal extension of Fp, or any tinite 

extension K of it, is solvable. 

In the spirit of reproducing as much as possible of the classical results of finite 

fields, we clearly do not want any S~ occurring as Galois group of a normal 

extension of Fp. For n > 5 this follows from the above corollary. In order to 

exclude $4 notice that  the 2-Sylow in $4 is Z2 × Z2 and so $4 cannot occur as 

the Galois group of a normal extension. To prove that  $3 cannot occur requires 

a more complex argument.  

We consider now some properties of Z-groups which will be useful later, in a 

Galois-theoretic setting. When proofs are not given, see [P]. 

LEMMA 6.4: Let G be a Z-group and H a p-Sylow of G of order pk. f f  H is not 

contained in G ~, the derived subgroup, then G has a normal subgroup of index 

pk (a p-complement). 

LEMMA 6.5: I f  G is a Z-group then every subgroup and every quotient of G is 

a Z-group. 

Proof'. It  is clear that  a subgroup H of G is a Z-group since the Sylow subgroups 

of H are subgroups of the Sylow subgroups of G and hence they are cyclic. Let 

G1 -- G / H  where H is a normal subgroup of G, and r the natural  projection of 

G onto G1. From elementary group theory we have that  if Q is a p-Sylow of G 

then ~r(Q) -- Q H / H  is a p~Sylow of G1 and ~r(Q) ~ Q/Q n H. Hence Q H / H  

is cyclic. Moreover, if S1/H is a p-Sylow of G/H then there exists a p-Sylow 

S of G such that  S H / H  is a p-Sylow of G/H, and hence S 1 / H  and S H / H  are 

conjugate, and s o  S1/H is cyclic. This completes the proof. | 

Notice that  Z-groups are not closed under direct products, for example Z2 × Z2 

is not a Z-group. 

We will use the following result due to P. Hall which is a generalization of the 

Sylow's theorems for solvable groups (see [H]). 

THEOREM 6.6: Let G be a solvable group of order nm, with (re, n) -- 1. Then 

there exists a subgroup H of G of order n. Moreover, any two subgroups of order 

n are conjugate, and i l K  is a subgroup of G whose order is coprime with m then 

K is contained in H or a conjugate of H. 

LEMMA 6.7: If  G is a Z-group then all subgroups of the same order are conjugate. 

Proo~ Let o(G) = n m ,  G = <  x ,y  > w i t h x  n - - y m  = 1, G ~ = <  y > ,  a n d H  

be a subgroup of G of order nlml  with nl dividing n and ml  dividing m. H 
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is solvable since G is solvable, hence by Theorem 6.6 there is a subgroup J of 

H of order ml  and J c G'.  So J is the unique subgroup of G'  of order ml ,  

i.e. J = <  ym/ml >. G' is a normal cyclic subgroup of G and this implies that  

also J is normal in G. Indeed, for any t E G we have t - l y t  = yh for some 

h ~; n, and this implies that  t - l y m / m l t  = (yh)m/ml ~_ (ym/ml)h E J. So, J 

is also a normal subgroup of H.  Theorem 6.6 implies also the existence of a 

subgroup K of H of order nl .  Since o(K) divides the order of the subgroup 

< x > of G we have that  K c_< x > or K _C g-1 < x > g, for some 

g • G. From (o(K) ,o(J))  -- 1, J ~ H,  and o(H) -- o (J )o (g )  it follows that  

H = J K  --< ym/ml ,g- lxn/ '~ lg  >, for some g • G. Consider now the conjugate 
of H via g - l ,  i.e. gHg -1 =< gym/m'g - l , xn /n l  > = <  ym/ml~xn/nI >. Notice 

that  the last equality is true since < gym/mlg-1 > = <  ym/ml >, and this follows 

from the uniqueness of the subgroup of order ml  in G'.  | 

An immediate  consequence of the lemma is that  if a subgroup of a Z-group is 

normal then it is the unique subgroup of that  order. In terms of field theory we 

get 

COROLLARY 6.8: Let K be a finite extension of Fp. 

(i) K has at  most  one normal extension of each degree k • N. 

(ii) I f  K has a normal extension of degree k then ali extensions of K of  

dimension k are normal, and there is a unique such. 

In general, a normal subgroup of a normal subgroup is not normal in the group. 

For Z-groups this is true as shown in the next lemma. 

LEMMA 6.9: Let G be a Z-group and N a normal subgroup of G. I f  H is a 

subgroup of  N then H is normal in G. 

Proof: Assume H,~ N ~ G. Let g C G, clearly g - l  H g < g - l  N g = N.  Moreover, 

N is a Z-group, so N contains a unique normal subgroup of the order of H ,  hence 

H = g - l H g .  | 

This has an immediate consequence in the context we are working in. In 

general, if L is a normal extension of K and F is a normal extension of L it is 

not true tha t  F is normal over K.  For example, Q(vr2) is a normal extension 

of Q and Q(~/~) is a normal extension of Q(v~) ,  but Q(¢/2) is not normal over 

Q. From Lemma 6.9 it follows that  in our setting the property of being a normal 

extension is transitive. Let L be a normal extension of K and G be the Galois 

group of L over K.  By elementary Galois theory if N,~G then f i x ( N )  is a normal 

extension of K of degree the index of N in G. If H ,~ N then f i x ( H )  is a normal 
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extension of f i x ( N )  of degree the index of H in N. Since G is a Z-group H is 

normal in G and so f i x ( H )  is a normal extension of K. To summarize 

LEMMA 6.10: Let K be any finite extension of Fp. I l L  is a normal extension of 

K and F is a normal extension of L then F is normal over K.  

Using Lemma 6.10 we can prove now the existence of normal extensions of 

degree r k for each prime r dividing d and any k. We construct such extensions 

by steps. We need to assume that r divides d to start the induction (see Corollary 

5.2). 

COROLLARY 6.11: K has a unique (hence necessarily normal) extension of degree 

2 n, for all n C N.  

The construction of extensions of each degree n is then reduced to construct 

extensions of prime degree. 

7. Exis tence  of  normal  extens ions  of  each degree 

We are going to use Albert 's analysis from [A1] to get normal extension of prime 

degree r with no assumption on r. Pop informed us that he has an unpublished 

analysis which is more explicitly cohomological. 

We may as well look at the problem in full generality, and at the end apply an 

argument specific to our arithmetical setting. 

So, for now, let K be an arbitrary field of characteristic 0 and r a prime. 

Suppose K does not have a primitive r th  root of unity and let L -- K(#r )  be 

the r-cyclotomic extension of K, of dimension h say, where h > 1 and (h, r) -- 1. 

If M is a normal extension of K of dimension r then the composite field L M  is 

normal over L of dimension r, and so by Kummer theory (see Theorem 5.1) is a 

radical extension of L. Albert shows how to detect if a radical extension of L of 

dimension r comes as above from a normal extension M over K. We now spell 

out his computations in L. Fix a generator a of the Galois group of L over K. 

There ex is t s t  with 1 < t < r, so that a(#r)  = # t .  Chooses  with 1 < s < r, 

st =- l (modr )  and 5 with 1 < 5 < r, 5h =~ l (modr) .  For 0 < k < h, let Sk = 5s k. 

Define a homomorphism A : L* ~ L* by 

h 
= 

k----1 

Albert proved 
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THEOREM 7.1: A field K has a normal extension of dimension r if and only if 

the image of A in L* is not contained in the group o f r t h  powers in L*. 

Now we apply this to K a residue field, or a finite extension thereof, reverting 

to our earlier nota t ion and conventions. L is K(#r) ,  assumed to be a proper  

extension of K (otherwise we already know K has a normal  extension of dimen- 

sion r). Let a be as in the previous subsection. As remarked in section 2, a is 

definable in the model M by a A0-formula and it respects exponent ia t ion (a  is 

de termined by its act ion on r t h  roots of unity). This implies tha t  A maps  A(r) 

to A(r) and A(r ' )  to A(r ' ) .  In fact, the image of an r t h  power is sent to an r t h  

power. Thus  our task is to show tha t  the image of A(r) under  A is not included 

in r t h  powers, for we can then apply Alber t ' s  theorem to get a normal  extension 

of K Of dimension r. A(r) is cyclic of order r m say, with generator  % Wi thou t  

loss of generality, #~ = "),~'~-1. Now a(7)  = ~,0 for some 0 with (0, r) = 1, and 

0 h = l ( m o d r m ) .  So, 

h 

: H : 
k = l  

Now, 

But  recall tha t  7 ~ - 1  
~ ( 7 )  m--1 m ~ Otm-1 

hence 

h h 

a0 :  Z(os)k. 
k=l  k=l  

?.m--I t 
= #r,  so a(~') r'~-~ = a (# r )  = # t  = 7 , and also 

, so 7 ~m-l(°-t) = 1, i.e. 0 -- t ( m o d r ) .  So, Os =-- ts -- l ( m o d r ) ,  

h 

E SOks k =-- 5 h ( m o d r )  = l ( m o d r ) .  
k=l  

Thus  A(-)') generates < 7 > ,  so A is surjective on A(r). But  since L has a primitive 

r t h  root  of unity, not  every element of A(r) is an r t h  power (see Theorem 4.8). 

So the image of A is not contained in (L*) r, and we have proved 

THEOREM 7.2: K has a normal extension of dimension r for each prime r. 

Using the  t ransi t ivi ty of normal  extensions and previous theorem we get easily. 

COROLLARY 7.3: For each n E N,  K has a normal extension of dimension n. 

I t  is na tura l  to ask if there are non normal  extensions of K.  The  answer to this 

quest ion is no. Suppose L is a normal  extension of K of dimension n and L '  an 

extension of K of dimension n. Let F be a normal  extension of L and L' .  From 
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the trasi t ivi ty of normal  extension it follows tha t  F is also a normal  extension of 

K.  Let H and H '  be the subgroups of G ( F / K )  which fix the elements of  L and 

L I, respectively. H and H I have both  index n and hence the same order, so by 

L e m m a  6.7 H and H' are conjugates, and since H is normal  also H' is normal.  

So also L t is a normal  extension of K of dimension n but  this is in contradict ion 

with the uniqueness of the normal  extension of a fixed degree. We can state  this 

as follows. 

LEMMA 7.4: If  G is the Galois group of  a normal finite extension of K then all 

subgroups of G are normal. 

We can now prove the classical result tha t  the Galois group of a normal  

extension is cyclic. 

COR,OLLARY 7.5: Let L be a normal extension of K of degree n. Then the Galois 

group G = G ( L / K )  is cyclic. 

Proof  G is a Z-group,  so all r-Sylows of G are cyclic and they are also all 

normal.  Hence G is the direct product  of its r-Sylows and so G is cyclic. | 

8. A p p e n d i x  

In this section we show how to construct  a cyclic extension of dimension 3. We 

will use an idea from [$2], where the author  investigates the groups which can 

occur as the Galois groups of an extension of the rationals. We only need some 

ideas used in the case of the Galois group being Z3. Serre considers the following 

polynomial  in X over Q(T) ,  

( . )  x 3 - T X  2 + ( T  - 3)X + 1 = 0, 

with discr iminant  A = (T 2 - 3 T + 9 )  2. If A is not 0 and A is a root  and is not  0 or 

1, then the other  two roots are ~ and h~A. Notice tha t  neither one nor zero is 

a root. We will consider specializations t of the variable T, t ranging th rough  our 

field L. Note first tha t  if A(t)  = 0 then t 3±3,/=-5 - 2 , so if t E L then ~ C L, 

and L has a primitive cube root  of unity, and we have nothing to prove. So we 

can assume A(t)  # 0 for all t C L. So either 

(a) for all T C L the equat ion X 3 - T X  2 + (T - 3 )X  + 1 = 0 has three dist inct  

roots  in L, 

or  

(b) L has a normal  extension with Galois group Z3. 
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We show that  (a) conflicts with the weak pigeon hole principle, hence there is 

a polynomial X 3 - T X  2 + ( T  - 3)X + 1 -- 0, for some T E L whose splitting field 

over L has Z3 as Galois group. 

Let A E L, A ~ 0, 1 and consider the three elements 

1 A - 1  
A, 

1 - A '  A 

They are roots of the polynomial of degree 3 

X 3 _ Crl X 2  -]- c r2X - 0-3, 

1 (A - 1), and 1. Consider the where 0-1 = A Jr- ~ Jr- - ~ ,  0" 2 - -  1-,k A -it 0"3 = 

map f :  L > L defined as follows 

/ ~ 3  _ 3A + 1 
- _ 

The function f is defined for A ~ 0, 1, so if L has q elements the domain of 

definition of f has cardinality q - 2. Our aim is to prove that  f is not sur- 

jective establishing (b). If T is not in the image of f consider the polynomial 

X 3 - T X  2 + ( T  - 3)X + 1 = 0, its roots are not in L (if one is in the field also 

the other two are). 

Assume that  f is surjective. We will define an injective map h from 3q into q 

contradicting the weak pigeon hole principle. Let a < 3q, so a = 3b + r for some 

b < q and 0 < r < 3. In order to define h(a)  consider f - l ( b ) ,  this is not empty  

because of the surjectivity of f .  Define now h(a)  as the first, second or third root 

of X 3 - b X  2 + (b - 3)X + 1 = 0 according to r = 0, 1, 2, respectively, h is clearly 

injective, a contradiction. 

Note:  We have some hopes of elaborating this to give another proof of 

Theorem 7.2, using [D] . 

9. A p p l i c a t i o n  

It  is a s tandard result of the elementary theory of finite fields that  if L is a finite 

extension of K then the norm map is surjective. This can be proved by counting 

(see for example [Sm]). 

We could give an elementary proof also in our setting using quasicyclicity of 

Fp, but we choose rather to give a cohomological proof, using the general result 

(proved e.g. in [S1], see also [LvdD]) that  for a field K the following are equivalent: 

(a) For all finite normal extensions L of K the norm map N L / K  is surjective. 
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(b) The absolute Galois group GK of K has cohomological dimension 1. 

(c) GK is a projective group. 

(d) Each Sylow r-subgroup of GK is free pro-r. 

We may now check for K non standard finite that  each Sylow r-subgroup of 

GK is free pro-r. Since each finite normal extension L of K has the Sylow r- 

subgroups of G ( L / K )  cyclic, a standard projective limit argument shows that  

for any r either 

(i) the Sylow r-subgroups are free pro-r on one generator, 

o r  

(ii) the Sylow r-subgroups are finite cyclic. 

In our situation (ii) cannot occur. For, suppose Gr is a Sylow r-subgroup 

of GK, with Gr finite non trivial. If  F = Fix(G~) then by Galois theory 

G(Fatg/K) = G~. But, by Artin-Schreier characterization if G(Fa~g/K) is finite 

then G(Fa~g/K) -- Z2. Suppose G(F~lg/K) = Z2, so r = 2. But  we have shown 

in Corollary 6.11 that  K has a normal extension of dimension 4, so G2 cannot 

be Z2. This proves 

THEOREM 9.1: The norm map N: L ~ K is surjective for ali finite normal 

extensions L of K. 
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